
 
Least Squares Approximation

run

So far we have been tryingto fit
data Cai exactly with
functions

e.g polynomials splines

But often data is noisy andwhile it may originate from a

simple function e.g axt b
due to noise terror no e.g
straight line may hit the data
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true function

Can we do better by trying
e.g to find the best

straight line fit



Manypossible notions of better
Examples want to pick ao a to minimize

Cao a meat Yi Cape
a I

1 E m

minimax quoi
ETCao a f I y i Cape a I

I

absolute deviation
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least squares

Each has pros cons

computational complexity
robustness to outliers etc

see book



We will focus on Least squares

Warm up e Linear least squares

regression
To minimise
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we solve
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InormalequationTs
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Zegers 2 unknowns

Go save toget
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we have all the sci's gis
so we can find ao a

Polynomial least squaresmm
Same idea if Dn Lx

is a polynomial of degrees
n B Cx oaix
and we have m data
points oci y i I m

with n C m I we can

minimize
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Taking derivatives
ZE
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gives us htt normal equationsme
to solve for ao an

htt unknowns

Normal Equations have a

unique solution when the
Xi are distinct

Can use the same idea to
fit different functions

e.g g beak or g boca

Procedure e i write Eca b
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3 Solve to find a b


